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ABSTRACT

Federated learning offers a privacy-preserving method for train-
ing machine learning models. Yet, traditional centralized federated
learning has drawbacks like single points of failure and commu-
nication bottlenecks. While decentralized federated learning has
been proposed to overcome these limitations, challenges such as
statistical and system heterogeneity remain.

Whereas most works focus on solving only one of these chal-
lenges, this paper introduces MatchCurv, a decentralized feder-
ated learning framework designed to handle statistical and system
heterogeneity while improving communication efficiency. In our
evaluation, for example, a multi-layer perceptron with two hidden
layers of 128 units each shows a significant accuracy increase when
using our framework compared to PD-SGD, achieving up to 17
percentage points more accuracy. The source code is available at
https://github.com/ds-kiel/matchcurv.
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1 INTRODUCTION

The proliferation of connected devices equipped with sensors has
led to the generation of vast amounts of data, presenting ample
opportunities for leveraging advanced data analysis techniques like
machine learning (ML) [4]. However, the decentralized nature of
this data presents challenges in its practical utilization, mainly due
to stringent privacy regulations [12].

In 2016, McMahan et al. introduced Federated Learning (FL) [14]
as a solution to data privacy concerns, showcasing its efficacy
through next-word prediction on smartphones, see Figure 1. In
FL, individual (edge) devices locally train statistical models and
transmit only model updates to a central server. After aggregating
these updates to create a consolidated model, the model is deployed
back to the edge devices and can undergo further refinement. This
ensures data privacy by preserving data at its source while enabling
collaborative model training. Decentralized Federated Learning
(DFL) extends FL by eliminating the need for a central server, rely-
ing instead on peer-to-peer communication among devices [7].
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Figure 1: In Federated Learning, devices like smartphones
train a model and send model updates to a central server. The
server combines these updates into a new model and redis-
tributes them back to the clients for further enhancement.
This process continues until the desired model performance
is reached.

The disparity, however, in computational and communication
capabilities among edge devices, referred to as system heterogene-
ity, complicates the orchestration of the training process [9]. Ad-
ditionally, the data collected by individual devices often exhibits
non-identical characteristics. This is referred to as statistical het-
erogeneity and further complicates the training of a model capable
of effectively capturing variations across different devices [8].

This paper introduces MatchCurv, a novel DFL framework de-
signed to manage statistical and system heterogeneity while en-
hancing communication efficiency. MatchCurv consists of three
key design elements:

¢ Enhancing Communication Efficiency: Devices share
parameters more frequently with peers important for in-
formation distribution in the network rather than with less
significant ones. This minimizes communication expenses
while guaranteeing efficient information dissemination.

e Tackling Statistical Heterogeneity: We strategically ap-
ply penalties to models that diverge from the global model.
This allows the trained model to adjust to diverse data
distributions across devices, enhancing generalization and
performance.

o Addressing System Heterogeneity: We introduce a dead-
line to interrupt model training in slower devices and ac-
commodate partial solutions, effectively preventing them
from impeding the overall training.

In a scenario of 10 devices with data distributed in a non-IID way,
25% of the devices being stragglers, and a reduced communication
budget of 50% per device, MatchCurv achieves 89.27% accuracy on
Fashion-MNIST [19] compared to traditional periodic decentralized
stochastic gradient descent (PD-SGD) achieving 72.11% accuracy,
highlighting the efficiency of our approach in DFL.


https://github.com/ds-kiel/matchcurv

In MatchCurv, we combine principles from centralized FL and dis-
tributed ML, tailoring them to the requirements of DFL. This adap-
tation ensures compatibility and synergy between these methodolo-
gies, enhancing communication and effectively managing statistical
and system heterogeneity within the decentralized environment.
We also release the source code necessary to run and evaluate the
framework.

The remainder of this paper is structured as follows: Section 2
discusses the background and related works. Section 3 explains the
design and main algorithm. Then, in Section 4, we evaluate our
framework concerning all the mentioned challenges. And finally,
in Section 5, we conclude.

2 BACKGROUND & RELATED WORK

Federated Learning is a solution to train models on unreliable edge
devices such as smartphones and IoT devices, which are crucial for
privacy-preserving applications. DFL improves upon centralized
FL (CFL) by empowering individual devices to initiate training and
make decisions about the training process [7]. Each device collects
updates from neighbors, aggregates them locally, and shares re-
sponsibilities traditionally held by a central server. DFL offers a
decentralized approach suitable for scenarios where employing a
central entity is challenging, potentially improving scalability. Nev-
ertheless, several other challenges persist in Federated Learning.

Communication Efficiency: DFL requires devices to connect
with all other peers to share the model updates. Selective communi-
cation with a subset of neighbors is crucial to alleviate this burden.
However, this approach may impede information dissemination,
emphasizing the significance of strategic neighbor selection. While
many works focus on improving communication efficiency in FL,
such as FedAvg [14], NetMax [21], and Matcha[18], they only fo-
cus on improving communication ignoring statistical or system
heterogeneity.

Statistical Heterogeneity: The inherent heterogeneity of data
collected by individual devices presents a challenge in achieving
models capable of effectively capturing variations across different
devices. Works such as FedProx [10], FedCurv [16], and others [20]
tackle this issue but either assume that all devices participate in each
round, need to share local data, or ignore system heterogeneity.

System Heterogeneity: System heterogeneity, arising from dif-
ferences in hardware and network connectivity, can cause devices
to lag behind during training. To address this, FedProx [10] and
FedHP [11] assign multiple local updates based on device capabil-
ities. Adapting this approach to DFL, we introduce a time-based
deadline to halt training on slower devices, effectively managing
system heterogeneity without requiring a central entity to assign
tasks.

While many works tackle these challenges in CFL, in Match-
Curv, we leverage multiple strengths of selected works to provide
a comprehensive solution to the challenges encountered in DFL.
We address both statistical and system heterogeneity, all while
improving communication efficiency.

3 DESIGN

This section explains how we incorporate different works to tackle
the aforementioned challenges.
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Communication Efficiency In DFL, devices establish an ad-
hoc network represented as a graph. When selecting a subset of
neighbors, choosing a subgraph with higher algebraic connectivity
is advantageous. Improved algebraic connectivity decreases char-
acteristic path length, promoting faster information propagation
and mitigating the effects of communicating with only a subset of
peers [13, 15].

The Matcha framework [18] divides the graph into matchings
(subgraphs), with each matching’s probability reflecting its con-
tribution to algebraic connectivity Az. Following model training,
matchings are randomly selected based on probabilities, and de-
vices exchange model updates along corresponding edges. The
probabilities P for the m matchings are calculated by solving the
following:

m
m}z)ixg(P) = Ay ijLj
= M

m
subject toij <SmC,A0<p;j <1
j=1

Here, p; represents the probability assigned to the j th matching
and L; is the Laplacian matrix of the jth matching. Introducing
a communication budget (C, € [0,1]) determines the size of the
neighbor subset chosen for communication. For instance, setting
Cp = 0.1 achieves a 10X reduction in communications compared to
Cp=1.

In MatchCurv, we leverage the device topology to enhance com-
munication efficiency. While protocols like NetMax [21] improve
efficiency by prioritizing high-speed links, this approach may not
optimize information dissemination. Instead of relying on local
heuristics like link speed, we utilize MATCHA to prioritize links
based on algebraic connectivity. The consensus step facilitates ac-
quiring the training topology, ensuring all devices share the same
network view.

Statistical Heterogeneity In FL optimization, the objective is
to minimize the following:

F(w) = )" qiFi(w) (2)
keK
In a set of devices K, Fy is the local objective function of device
k. Here, g determines the relative impact of each device [14].
FedCurv strategically penalizes parameter deviations w by uti-
lizing the Fisher Information Matrix (FIM) [5, 16]. The optimization
problem in FedCurv is:

min Fy i (w) = Fi(w)

+4 Z (w = wp1,j) diag(Ir—1,) (W = wi—1,j) )
JjeK\k

Here, wy—1,j and I; 1 j denote the model parameters and FIM for
device j in the (¢t — 1)! h training round, respectively. Meanwhile,
Fy. is the optimization problem from Equation 2 corresponding to

device k.
With this, FedCurv effectively addresses statistical heterogene-
ity, but its reliance on a central entity limits its applicability to
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decentralized settings. In DFL, device access to parameters and
FIMs is restricted based on the training topology. Thus, we focus
on gathering parameters and FIMs solely from neighboring devices,
extending FedCurv to the DFL context and showing its effective-
ness in managing statistical heterogeneity within a decentralized
environment, even in the presence of systems heterogeneity and
reduced communication.

Therefore, in MatchCurv, the local update step uses Equation 3
from FedCurv to address statistical heterogeneity, surpassing alter-
natives like FedProx.

System Heterogeneity Traditional FL usually ignores devices
that lag behind in completing local updates, often dropping or
sampling devices based on their capabilities, which can introduce
bias. Thus, the local update step in our framework adheres to a time-
based deadline, which is also not reliant on a central entity. This
way, slow devices train until the deadline and still contribute with
their partial solution instead of being dropped or causing delays
due to others waiting for them.

The iterative training and parameter-sharing process continues
for a predetermined number of rounds or until we achieve the de-
sired model performance. We integrate these mechanisms into our
framework, including the ability to deploy on Raspberry Pis (RPis).
See Algorithm 1 for an outline of MatchCurv’s implementation in
six distinct steps.

4 EVALUATION

In our evaluation, we compare MatchCurv to Periodic Decentral-
ized Stochastic Gradient Descent (PD-SGD) with a simple fully
connected neural network on the MNIST [3] dataset. At the end
of the evaluation, we also train a network with two hidden layers
of 128 units each and compare our implementation on Fashion-
MNIST [19] to show our framework’s robustness. Initially, to estab-
lish a baseline, we train the model for 1000 epochs using traditional
machine learning methods, achieving a baseline test accuracy of
92%. We then train the model using the depicted topology in Fig-
ure 2 employing DFL. Each training round comprises ten epochs,
with 50 training rounds in total. Like an ablation study, we evaluate
statistical heterogeneity, system heterogeneity, and communication
efficiency separately before combining all challenges and evalu-
ating MatchCurv in a realistic scenario. We run all experiments
in a simple network consisting of ten Raspberry Pis (Raspberry
Pi 3 Model B) and verify the results in a simulation. The software
stack is kept relatively simple, relying on Python, the pip package
NetworkX [1] for communication, and the packages NumPy [6],
SciPy [17], and TensorFlow [2] for implementing the algorithm.

4.1 Performance under Statistical
Heterogeneity
To assess MatchCurv’s performance under Statistical Heterogeneity,

we divide the MNIST dataset among ten devices. The distribution
scenarios include:

e IID (Independent and Identically Distributed): Each device
receives 10% of all samples, including all digits.

Algorithm 1: MatchCurv Algorithm

/* Initiating Training */
Broadcast invitation and hyperparameters.

-

)

Wait for responses from interested devices.
3 N := {v|v € UIDs of Responding Devices}
/* Topology Consensus Step */
Construct Graph G(V, E) from N
5s G(V,E):=0
while G # G do
G:=GUG
Send G to neighbors.

S

ISTNC N

o

9 G := merge received graphs

/* Matcha Phase */
10 M:=0
11 while |E| > 0 do
12 L Add maximal matching m from edges E to M.

13 Remove matching from E.

14 Solve for matching probabilities P using Equation (1).

/* Start Time Consensus Step */
15 t := proposed starting time
16 f:=—1
17 while t # ¢ do
18 t := max(f,t)
19 Send proposed time ¢ to neighbors.
20 f := maximum of received values

21 Wait until ¢.
22 foreach round € [1,r] do

/* Local Model Updates */
23 Update model using Equation (3) until timeout.
24 Compute Fisher Information Matrix (FIM).
25 Test the model performance.

/* Sharing model updates */

26 Select M C M randomly based on P
27 Send model updates and FIM to neighbors in M.
28 Wait for replies until timeout.

29 Merge received models and Save FIMs.

30 Save training results.

e non-IID-5: Each device receives 20% of all samples, re-
stricted to 5 digits specific to the device. The distribution en-
sures no overlap between devices while the samples across
all devices still correspond to the initial dataset.

e non-IID-2: Each device receives 50% of all samples, re-
stricted to 2 digits specific to the device.

In non-IID scenarios, conventional SGD leads to overfitting indi-
vidual models to local data, causing divergence and poor generaliza-
tion of the global data distribution. This results in a notable decline
in model performance, as indicated in Table 1. In contrast, FedCurv
mitigates these issues by incorporating a penalty into the objec-
tive function, preventing model divergence. Figure 3a shows that
FedCurv significantly boosts accuracy, matching IID performance
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Figure 2: Our framework implementation ensures that de-
vices form a fully connected network. However, to mimic
real-world scenarios, we enforce the depicted preset topol-

ogy.

non-IID-5 non-1ID-2
Test Accuracy [%] 91.69 87.93 77.62

Configuration 1D

Table 1: Showcase of the performance of the model across
different data distribution scenarios. The IID setting achieves
accuracy close to the ML baseline, while accuracy notably
decreases in non-IID settings.

% of Stragglers 0 25 50
Test Accuracy [%] 77.62 60.11 51.65

Table 2: Stragglers with non-IID-2 data negatively affect the
model’s performance, reducing accuracy to 60.11% and 51.65%
with 25% and 50% stragglers, respectively.

with 91.64% accuracy in the non-IID-5 setting. In non-IID-2, accu-
racy surges by over eight percentage points from 77.62% to 85.72%.
Moreover, FedCurv expedites accuracy attainment; in non-IID-2,
we reach 77.62% accuracy by the 13th round, compared to 50 rounds
without FedCurv. This approach significantly improves model ac-
curacy compared to plain SGD, effectively addressing challenges
associated with statistical heterogeneity.

4.2 Performance under System Heterogeneity

We randomly designate a percentage of devices as stragglers to
simulate variations in computational capabilities. Stragglers, unable
to complete their assigned work in time, are ignored during training,
potentially affecting model accuracy. While IID data typically shows
minimal performance decline due to stragglers, non-IID scenarios
exhibit decreased performance, as shown in Table 2. However, due
to the devices having non-IID data, it is crucial to include slow
devices to reach generalization.

Figure 3b shows that when dealing with 25% of stragglers, inte-
grating FedCurv alone increases accuracy from 60.11% to 68.39%.
Using an interrupt strategy, where we interrupt devices during
training with a fixed training time, yields a test accuracy of 77.97%.
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Communication Budget 100% 50%  25%
Test Accuracy [%] 77.62 56.31 43.98

Table 3: Showcase of the effect of reduced communication
and randomly assigned probabilities.

This shows how valuable partial work is, especially in non-IID sce-
narios. Instead of waiting for them to fully complete their training,
which would slow down the overall system and increase training
time, we can include their partial work to achieve faster generaliza-
tion. By integrating both approaches — accepting partial work from
stragglers and using FedCurv — we attain an accuracy of 85.59%
regardless of stragglers, surpassing the baseline performance of
77.62% without any stragglers under non-IID-2 data. Similarly, Fig-
ure 3¢ shows that with 50% of stragglers, their combination achieves
the highest accuracy of 85.64%. This indicates that increasing the
number of stragglers does not affect the accuracy much as long as
we use at least FedCurv or the interrupt strategy.

4.3 Performance under a Communication

budget

As it is common to perform Federated Learning with mobile devices,
such as smartphones, keeping communication to a minimum is
vital, as it is very costly. To alleviate the communication burden
on devices, we introduce a communication budget (Cb), inspired
by MATCHA. Conducting experiments in a non-IID-2 setting, we
randomly assign these probabilities instead of using Equation 1 to
compute them. The model performance significantly drops under a
reduced Cb, as shown in Table 3, because devices get fewer updates
from their peers.

Reduced communication results in overfitting to local data. This
manifests as significant fluctuations in the model’s accuracy. Fig-
ure 4a shows that with a 50% Cb, employing FedCurv improves the
accuracy from 56.32% to 71.81%. Implementing MATCHA, using
algebraic connectivity for strategic probability assignment, gets
75.48%, underscoring the significance of strategic neighbor selection
for exchanging model parameters. However, combining MATCHA
with FedCurv results in a substantial increase of accuracy to 84.23%
with reduced fluctuation. With only 50% Cb, this combination sur-
passes the baseline accuracy of 77.62% with 100% Cb. Similarly,
with only 25% Cb, the combined MATCHA + FedCurv configura-
tion achieves an accuracy of 75.43% from the initial 43.98%, which
is an even greater jump.

4.4 MatchCurv vs. PD-SGD

In Table 4, we summarize the previous results and see that combin-
ing FedCurv and the interrupt strategy deals the best with stragglers
while combining FedCurv and MATCHA deals the best with a re-
duced communication budget. To thoroughly evaluate MatchCurv,
which combines FedCurv, MATCHA, and the interrupt strategy and
its resilience in real-world scenarios, we designate 25% of devices as
stragglers and allocate a 50% Cb simultaneously. The data distribu-
tion follows the non-IID-5 pattern, and the experiment consists of
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Figure 3: (a) Comparison of FedCurv and SGD in non-IID scenarios. (b) Comparison of FedCurv, interrupt strategy, and their

combination to deal with 25% stragglers in the non-IID-2 scenario. (c) Same scenario as (b) but with 50% stragglers.
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Figure 4: (a) Comparison of MATCHA, FedCurv, and its combination to deal with a communication budget of 50% in the
non-IID-2 scenario. (b) Same scenario as (a) but with a communication budget of 25%. (c) Comparison of PD-SGD, interrupt
strategy, MATCHA, FedCurv, and MatchCurv in the non-IID-5 scenario with 25% stragglers and a communication budget of 50%.

100 training rounds. These conditions provide an ideal environment
for assessing the robustness of our framework.

Our proposed strategies enhance model performance compared
to PD-SGD, as shown in Table 5. Interrupting stragglers achieves
83.52% accuracy, compared to PD-SGD’s 77.95% accuracy. MATCHA
attains 85.72% accuracy, and FedCurv reaches 86.03% accuracy. No-
tably, when combining all strategies with MatchCurv, we achieve
the best performance of 89.89% accuracy, nearing our initial base-
line of 91.69% from conventional ML. Furthermore, the model’s
performance using MatchCurv shows reduced fluctuations and a
consistent upward trajectory, as shown in Figure 4c.

To assess the framework’s robustness, we conduct identical ex-
periments using a fully connected neural network with two hid-
den layers of 128 units each, this time with the Fashion-MNIST

dataset [19] for image classification. Results demonstrate a con-
sistent trend, with MatchCurv improving the performance from
72.11% to 89.27% compared to PD-SGD.

Therefore, MatchCurv effectively reduces communication de-
mands, manages statistical and systems heterogeneity, and ulti-
mately improves model performance in DFL.

5 CONCLUSION

We create a robust Decentralized Federated Learning framework
prioritizing communication efficiency and addressing statistical
and system heterogeneity. By merging MATCHA and FedCurv, we
optimize information sharing and statistical heterogeneity han-
dling. Additionally, we incorporate the concept of accepting partial
work from slower devices to manage system heterogeneity. Our
framework, MatchCurv, closely matches traditional Machine Learn-
ing and outperforms PD-SGD in various experiments, enhancing



Comm. Stragglers Accuracy

Strategy Budget[%]  [%] [%]
Ignore 100 25 60.11
FedCurv 100 25 68.39
Interrupt 100 25 77.97
FedCurv + Interrupt 100 25 85.59
Ignore 100 50 51.65
FedCurv 100 50 66.83
Interrupt 100 50 78.62
FedCurv + Interrupt 100 50 85.64
Random 50 0 56.32
FedCurv 50 0 71.81
MATCHA 50 0 75.48
FedCurv + MATCHA 50 0 84.22
Random 25 0 43.98
FedCurv 25 0 67.53
MATCHA 25 0 69.83
FedCurv + MATCHA 25 0 75.43

Table 4: The final accuracies of all strategies in the evaluated
scenarios.

Config Test Accuracy [%]
PD-SGD 77.95
Interrupt 83.52

MATCHA 85.72
FedCurv 86.03
MatchCurv 89.89

Table 5: Model performance of PD-SGD, MatchCurv, and
individual strategies to address the challenges.

communication efficiency and achieving up to 17 p.p. more ac-
curacy on Fashion-MNIST while reducing training time. Moving
forward, we plan to enhance security and efficiency through param-
eter compression, encryption, and differential privacy measures.
We also intend to tackle device dropouts and explore asynchronous
training methods to further boost the framework’s robustness and
scalability.
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